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Article Info Abstract

3D environment reconstruction is a very important research direction
Received: 12/10/2021 in robotics and computer vision. This helps the robot to locate and
Accepted: 1/12/2021 find directions in a real environment or to help build support systems
Online: for the blind and visually impaired people. In this paper, we introduce

a simple and real-time approach for 3D environment reconstruction
Keywords: from data obtained from cheap cameras. The implementation is de-
3D environment recon- tailed step by step and illustrated with source code. Simultaneously,
struction cameras that support reconstructing 3D environments in this approach
RGB-D camera are also presented and introduced. The unorganized point cloud data
Point cloud data is also presented and visualized in the available figures .
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Thong tin bai bao Tém tit
Lich su: Tai tao moi trudng 3D 1a mdt hudng nghién ciiu rit quan trong trong
Ngay nhdn bai: linh vuc cong nghé Robot va thi gidc may tinh. Huéng nghién ctiu
12/10/2021 nay giup Robot xdc dinh vi tri va tim duong di trong mdi trudng thuc
Ngay duyét ding: té hoiic gitip xdy dung hé théng hd trg danh cho ngudi mu va ngudi
1/12/2021 khiém thi. Trong bai bdo nay, chiing toi gidi thiéu mot cach tiép can
don gian va dugc thuc hién trong thdi gian thuc d€ tai tao moi trudng
Tir khoa: 3D tir dit liéu thu dudc tif cam bién ré tién. Qua trinh thuc hién la

Dung lai moi truong 3D
RGB-D camera
Ddm mady diém

dudc trinh bay chi tiét tiing budc va duge minh hoa bang ma ngudn.
Pong thdi, cdc loai cam bién thu thap dit liéu hinh dnh tif moi trudng
hd trg tai tao mdi trudng 3D theo cach tiép cin ndy ciing dudc trinh
bay va gidi thiéu. Dit liéu dudc tao ra la dit liéu dam may diém khong
¢6 cAu triic ciing dugc trinh bay va minh hoa trong cic s6 liéu c6 sén.
DPong thoi cdc hinh 4nh vé mdi trudng ciing dudc thé hién truc quan

1 Introduction

sequence of RGB images. In which the most used
technique is the Simultaneous Localization And

Reconstructing the 3D environment is a hot topic
of research in computer vision. In particular, this
problem is widely applied in robotics technology
and the design of assisting systems for the blind
and visually impaired people to move and inter-
act with the environment in daily life. In the past,
when computer hardware had many limitations,
reconstruction of 3D environments often used a

Mapping technique (SLAM) [1], [2], [3]. SLAM
uses image information obtained from cameras to
recreate the outside environment by putting en-
vironmental information into a map (2D or 3D),
from which equipment (robots, cameras, vehicles)
can locate. (localization) themselves. Its state and
position in the map are to automatically set up the
path (path planning) in the current environment.
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Hinh 1: Illustrating three kinds of technology of depth sensing [4].

However, with the fast advancement of computer
hardware over the last decade, 3D reconstruction
has become simple and precise. Particularly the
development of 3D depth sensing technology. It
enables devices and machines to sense and re-
spond to their environment. Depth sensing en-
ables the collection of data on depth measurement
and three-dimensional perception, and it is classi-
fied into three categories: stereo vision, structured
light, and time of flight (ToF).. Figure 1 illustrates
three kinds of technology of depth-sensing [4], [S].
The most commonly used depth sensors today are
shown in Tab. 1 [6].

In this paper, we present an approach to re-
construct the 3D environment from the data ob-
tained from the Microsoft (MS) Kinect v1. This
is a cheap depth sensor and is frequently used in
gaming and human-machine interaction. Simulta-
neously, integration with Windows becomes sim-
ple and straightforward. The environment’s 3D
data is accurately rebuilt and closely resembles
the real one. Although Kramer et al. ’s [7] tutorial
has been studied in the past, the implementation
process remains very abstract. Thus, we conduct
and present our research in the form of steps to
describe in detail the process of the installation,
connection to the computer, data collection from
the environment, reconstruction the 3D data of the
environment, and some related problems.

The remaining of this paper will be presented as
follows. In section 2, several related studies are
presented; our method and experimental results
analysis are described in section 3. Finally, the
conclusion and some future ideas are presented in
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section 5.

2 Related Works

Simultaneous Localization and Mapping is a map-
ping and positioning technology that operates si-
multaneously. SLAM is used in a wide variety of
automation control applications and was a promi-
nent technology for recreating 3D environments
from RGB picture sequences between 1985 and
2010. [8], [2], [9], [10]. Li et al. [11] have de-
veloped a meta-study of 3D environment recon-
struction techniques and 3D object reconstruction
with multiple approaches, in which the approach of
using the SLAM technique to combine image se-
quences is important approach. Figure 2 illustrates
the reconstruction of a 3D object from a sequence
of images obtained from different views of the ob-
ject. Davison et al. [12] proposed a MonoSLAM
system for real-time localization and mapping with
a single freely moving camera of mobile robotics.
The MonoSLAM is a probabilistic feature-based
map from a snapshot of the current estimates of the
camera by the Extended Kalman Filter algorithm.
The system is integrated and suitable for robot
HRP-2 and has a processing capacity of 30Hz.
Mitra et al. [13] computed the complexity and
memory requirements required for the reconstruc-
tion of the 3D environment based on the number
of cameras and the number of points on the point
cloud data. Zhang et al. [14] proposed a motion
estimation algorithm for strengthening based on a
sliding window of images to process long image



Trung-Minh Bui et al/No.24_Dec 2021|p188-198

Bang 1: List of common depth sensors [6].

Max
Camera name Release Discontinued Depth Range depth
date technology speed
(fps)
Microsoft Kinect 2010 Yes Structured light ~ 500-4500 mm 30
Version (V1)
Microsoft Kinect V2 2014 Yes ToF 500-4500 mm 30
ASUS Xtion PRO LIVE 2012 Yes Structured light  800-3500 mm 60
ASUS Xtion 2 2017 Yes Structured light  800-3500 mm 30
Leap Motion (new 2018) 2013 No VDi‘;f;rfR SE0 30.600mm 200
Intel RealSense F200 2014 Yes Structured light  200-1200 mm 60
Intel RealSense R200 2015 No Structured light  500-3500 mm 60
Intel RealSense .LR200 2016 Yes Structured light  500-3500 mm 60
Intel RealSense SR300 2016 No Structured light  300-2000 mm 30
Intel RealSense ZR300 2017 Yes Structured light  500-3500 mm 60
Intel RealSense D415 2018 No Structured light 160-10000 mm 90
Intel RealSense D435 2018 No Structured light 110-10000 mm 90
SoftKinetic DS311 2011 Yes ToF 150-4500 mm 60
SoftKinetic DS325 2012 Yes ToF 150-1000 mm 60
SoftKinetic DS525 2013 Yes ToF 150-1000 mm 60
SoftKinetic DS536A 2015 Yes ToF 100-5000 mm 60
SoftKinetic DS541A 2016 Yes ToF 100-5000 mm 60
Creative Interactive 2012 Yes  ToF 150-1000mm 60
Gesture
suucture Sensor 2013 No Structured light ~ 400-3500mm 60

(new 2018)
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Multi-view of an object
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Hinh 2: 3D object reconstruction from RGB image sequence [11].

sequences. This study reconstructed 3D environ-
ment from cubicle dataset (148 cameras, 31,910
3D points and 164,358 image observations) and
outdoor dataset (308 cameras, 74,070 3D points
and 316,696 image observations). Clemente et al.
[15] used the EKF-SLAM algorithm to reconstruct
the outdoor complex environment from the cap-
tured images. The Hierarchical Map technique is
used in the algorithm to improve its robustness in
dynamic and complex environments. The mapping
process has been tested to run with a speed is at
30Hz with maps up to 60 point features. Strasdat
et al. [16] proposed near real-time visual SLAM
system for a 3D reconstruction environment, this
method used the keyframe-based in the large im-
ages, the frames with different resolutions.

3 3D Environment Recon-
struction from RGB-D Cam-
era

3.1 RGB-D camera

From 2010 the present, several types of RGB-D
sensors have been developed; these sensors are
shown in Tab. 1. In this article, we only intro-
duce the cheapest and most popular sensor, MS
Kinect v1/ Xbox 360. Figure 3 illustrate the struc-
ture of MS Kinect v1/ Xbox 360. The compo-
nents inside MS Kinect v1 include: RAM, a Prime
Sense PS1080-A2 sensor, a cooling fan, a motor-

192

ized Tilt, a three-axis accelerometer, four micro-
phones (Multi - Array Mic) ) and three cameras:
RGB camera, depth sensor (3D Depth Sensors).

MS Kinect v1 is widely applied in gaming
and human-machine interaction applications, so
there are many libraries to support connecting to
computers such as Libfreenect, Code Laboratories
Kinect, OpenNI, and Kinect SDK.

3.2 Calibration

Ms Kinect v1 sensor captures data from the envi-
ronment using the following methods: RGB sen-
sors collects RGB pictures, infrared lamps pro-
jected infrared rays onto the surface of objects,
and an infrared depth sensor acquired depth map
data of the environment. Two sensors are not in the
same position, there is a distance between them, as
shown in Fig. 3. Therefore, to combine RGB and
depth images into a coordinate, an image calibra-
tion procedure is required. Some researchers in the
computer vision community proposed techniques
for calibrating RGB and depth images collected
from a MS Kinect sensor. There are many stud-
ies on this problem. The result of the calibration
process is the camera’s intrinsic matrix H,, for
projecting pixels in 2-D space to 3-D space.

It is illustrated in Fig. 4.

Where the calibration process is the process of
finding the calibration matrix, which has the form
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Hinh 3: The structure of the MS Kinect v1 sensor.
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Hinh 4: Camera calibration model of MS Kinect v1.
of the Eq. 1. is published as Eq. 2.
594.214 0 339.307
fr 0 e Hy,=| 0  591.040 242.739| (2)
H, = 0 f\ Cy (1) 0 0 1
0 0 1

where (c,, ¢y) is the principle point (usually the
image center), f, and f, are the focal lengths. The
result of this process is that the color and depth
image are corrected to the same center by the cali-
bration matrix, as shown in Fig. 4. In figure 4 and
equation 1, ¢, = %; cy = %, where W is the width
of the image and H is the height of the image.

In Nicolas et al.’s research [17], the matrix H,,

In Jason et al.’s research [18], the intrinsic param-
eters of RGB camera is computed and published
as Eq. 3.

589.322 0 321.1408
H, = 0 589.849 235.563 3)
0 0 1

The intrinsic parameters of depth camera [18]
is computed and published as Eq. 4.
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458.455 0 343.645
H, = 0 458.199 229.8059 “4)
0 0 1

3.3 Point Cloud Data

We re-introduce the definition of point cloud data
"Point clouds are datasets that represent objects
or space. These points represent the X, Y, and Z
geometric coordinates of a single point on an un-
derlying sampled surface. Point clouds are a means
of collating a large number of single spatial mea-
surements into a dataset that can then represent
a whole. When colour information is present, the
point cloud becomes 4D." [19].

The point cloud data is divided into two types:
organized point cloud data and unorganized point
cloud data [7]. The organized point cloud data
is organized points like an image, the image that
makes up the point cloud is (W x H) pixels then
the organized point cloud data also has the size
of (W x H) points and sort by rows and columns
of the matrix, as illustrated in Fig. 5(top-right).
The unorganized point cloud data is organized by
the size of (W x H) points, the matrix that sorts
the points is 1 X (W X H), as illustrated in Fig.
5(bottom-right).

The process of converting to point cloud data
is done [17]. Each 3D point (P_3D) is created
from a pixel with coordinates (x, y) on the depth
image and a corresponding pixel on the color
image that has a color value C(r,g,b). P_3D
includes the following information: coordinates
(P_3D,P_3D,,P_3D,) in 3D space, the color
value of that point (P_3D,, P_3D,, P_3D,), where
the depth value (D,) of point P(x,y) must be
greater than 0. P_3D RGB (a color point) is com-
puted according to Eq. 5, P_3D (a no color point)
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is computed according to Eq. 6.

P 3D, = (x—cy) =D
Jx
P_3D, = G-¢)«D
5y
P 3D. =D, ®)
P_3D, =C,
P_3D, =C,
P_3D, =C,
P 3D, = (x—=cy =D,
Jx
p_3p, = Y= Dy ©6)
7,
P_3D,. =D,

where (f,, f,—focal length), (c,, c,—center of the
images) are intrinsics of the depth camera.

To inverse project a point point (P_3D) of the
cloud data to a pixel (P_2D,,;) of the image data
(3D to 2D space), the formula (7) is used.

_(P3D.x = fy) N

P 2D, ,.x = .
—~rgb P3Dz ¢ -
P_2D,.y = (P3Dy* /) +c
—~ by P 3Dz y

Figure 6 illustrates the result of color point
cloud data generated from color data and depth
data obtained from MS Kinect v1.

4 Experiment Results

4.1 Setup and Data collection

To collect data from the environment and objects,
it is necessary to connect the RGB-D sensor to
the computer. In this paper, we use MS Kinect v1
to connect to the computer by the USB port, as
illustrated in Fig. 7.

To perform the connection and control, we
use the Kinect for Windows SDK v1.8 (https:
//www.microsoft.com/en-us/download/
details.aspx?id=40278 [accessed on 18 Dec
2021]) and the Kinect for Windows Developer
Toolkit v1.8 (https://www.microsoft.com/
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en-us/download/details.aspx?id=40276
[accessed on 18 Dec 2021]). Two libraries of
MS Kinect v1 are standardized connected to Win-
dows 7 operating system. The devices are set up
as shown in Fig. 8. In figure 8, MS Kinect v1 is
mounted on a person’s chest, Laptop is worn on
the person’s back, we conduct our experiments on
a Laptop with a CPU Core 15 processor (2540M)
- RAM 8G. The collected data is the color image
and depth image of the table, objects on the ta-
ble, environment around the table in the receiving
range of MS Kinect vl (0.5-4.5m). The captured
image has a resolution of 640 x 480 pixels.

The C++ programming language, the OpenCV

2.4.9 library (https://opencv.org/ [accessed
on 18 Nov 2021]), and the PCL 1.7.1 library
(https://pointclouds.org/ [accessed on 18
Nov 2021]), and Visual studio 2010 (https:
//visualstudio.microsoft.com/fr/ [ac-
cessed on 18 Nov 2021]) are used to de-
velop the program to connect, calibration im-
ages, generate point cloud data. In addition,
the program also supports a number of other
libraries in PCL such as Boost (https://
www.boost.org/ [accessed on 18 Nov 2021]),
VTK (https://vtk.org/ [accessed on 18 Nov
2021]), OpenNI (https://code.google.com/
archive/p/simple-openni/ [accessed on 18

|195
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Hinh 7: The connection of MS Kinect v1 and the computer.

Hinh 8: Environment and the collection data.

Nov 2021]), etc. All the source code we share in
the link (https://drive.google.com/file/
d/1K£XrGTDXGDxraMI9Cru4KrmBVOC1LnrC/

view?usp=sharing [accessed on 18 Nov 2021]).

4.2 Results and Discussions

The point cloud data we generated is unorga-
nized color point cloud data, which is 640 points,
and included a lot of points with coordinates of
(x=0,y=0,z=0). This problem occurs when objects,
surfaces are outside the measuring range of MS
Kinect v1 or their surface is the black color or
their surface is glossy, so it absorbs infrared light
from MS Kinect v1. Therefore, the depth value at
these pixels is 0. Figure 9 illustrates some point
cloud data obtained from point cloud acquisition
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and creation from the MS Kinect v1 sensor. Once
point cloud data is generated, many issues need to
be studied on this data. Like object segmentation
problem on point cloud data, 3D object recog-
nition detection problem needs to be studied, as
illustrated in Fig. 10. The color point cloud data
acquisition and data generation rate is 3 fps.

5 Conclusions and Future

Works

Reconstructing a 3D environment from sen-
sor/camera data is a classic computer vision re-
search topic. It is very extensively adopted in
robotics, industry, and self-driving cars. In this
paper, we have detailed the setup, data collection,
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Hinh 9: The color point cloud data generated from RGB and depth image of MS Kinect v1.

Table plane
segmentation

Normal vector
of table plane

Objects
informa

Coordinate
system

Cylinder1

X=0.292, Y= 0.231, Z= 1.606, Radius: 0.087 (m)
X=0.232, Y= 0.050, Z= 1.272, Radius: 0.090 (m)

Hinh 10: Table and objects segmentation on the point cloud data problem.

and point cloud generation from the MS Kinect v1
sensor, especially the steps of setting up, editing
images, creating point cloud data are presented
uniformly. The point cloud data generated from
image data obtained from MS Kinect is 640 x 480
points, speed generation is 3 fps. This project will
result in the development and publication of pa-
pers and tutorials on RGB-D sensors. In the near
future, we will also conduct further studies on
object recognition in point cloud data, especially
using convolutional neural networks for 3D object
recognition.
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