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Abstract:

In natural language processing (NLP), a good quality bilin-
gual corpus is very important in some applications, such
as machine translation, building bilingual dictionaries, cross-
language retrieval, etc. For low-resource language pairs, for
example, the Vietnamese-Lao pair, it is very difficult to build
a good quality bilingual corpus because bilingual resources
are rare. In this paper, we presented the process of building a
good quality bilingual corpus for a low-resource language pair
and proposed a novel method of sentence alignment that takes
advantage of pre-trained modern models for rich-resource lan-
guages. In our experiments on aligning sentences and build-
ing a bilingual corpus for the Vietnamese-Laos language pair,
we achieved higher precision and recall than other good sen-
tence alignment methods and a good quality sentence-aligned
Vietnamese-Laos bilingual corpus.
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In order to create such corpora, we need good re-
sources of parallel text, as well as a mechanism to
align sentences in bilingual text pairs. Besides, to
have a good quality bilingual corpus, it requires a
construction process that has to include strict hu-
man control.

For low-resource languages, it is very difficult
to collect parallel texts because they are really
rare.The sentence alignment tools apply for them
to get bad results because they have not untitled
advances of deep learning models. Annotates and
experts in these language pairs are not easy to find
for controlling the parallel corpora constructions.

To overcome the above limitations. In this work,
we propose the process of building a good quality
bilingual corpus for a low-resource language pair
and a novel method of sentence alignment for a
low-resource language pair that takes advantage of
pre-trained modern models for rich-resource lan-
guages.

The rest of the paper is laid out as follows: Section
2 presents the related works; Section 3 presents our
proposed process of building a good quality bilin-
gual corpus for a low-resource language pair; Sec-
tion 4 presents experiment results, and we conclude
and present future work with Section 5.

2 RELATED WORKS

The bilingual corpus is an electronic collection of
texts in two languages put together in a principled
way for the purpose of comparative linguistic stud-
ies and prepared in electronic form for search and
analysis by computer [6]. Because it’s important in
NLP, there has been much research on building and
extending these ones.

J.Tiedemann, 2016 [1] built an OPUS that is a
freely available sentence-aligned parallel corpora.
OPUS covers over 200 languages and language vari-
ants with a total of about 3.2 billion sentences. It is
collected from various sources and domains. Each
sub-corpus in it is provided in common data for-
mats to make it easy to integrate them in research
and development.

The Oslo Multilingual Corpus (OMC) is a product
of the interdisciplinary research project Languages
in Contrast (SPRIK), which is a collaboration be-
tween researchers at the Faculty of Humanities,

University of Oslo.1. It is an extension of the ENPC
that is a bidirectional translation corpus consisting
of original English texts and their translations into
Norwegian, and Norwegian original texts and their
translations into English was built in the 1990s.
The OMC contains many sub-corpora that differ
in composition with regard to languages and num-
ber of texts included. It is mainly the languages
Norwegian, English, French, and German that are
represented in the sub-corpora, but some of the cor-
pora include Dutch and Portuguese texts. In addi-
tion, there are related parallel corpora for English-
Swedish and English-Finnish, compiled in Sweden
and Finland, which are accessible from the same
site.

E.Salesky et al., 2021 [2] released the Multilingual
TEDx corpus to facilitate speech recognition and
speech translation research. This corpus is a col-
lection of audio recordings from TEDx talks in 8
source languages. They segment transcripts into
sentences and align them to the source language
audio and target-language translations. It is built
to support speech recognition and speech transla-
tion research across many non-English source lan-
guages.

Most of the corpora built and shared are not good
quality and are in rich-resource language pairs, but
they are rare in low-resource language pairs.

In the process of building a bilingual corpus, a high-
quality automatic sentence alignment tool reduces
costs. Sentence alignment is the task that automat-
ically extracts parallel sentences from noisy paral-
lel documents to build a sentence-aligned bilingual
corpus. In the past, there have been many works
proposing methods of automatic sentence align-
ment that use some language features such as sen-
tence length, dictionaries, document structure, etc.

X.Ma, 2006 [7] proposed a method that is called
Champollion, which performs sentence alignment
based on lexicon. Champollion increases the ro-
bustness of the alignment by assigning greater
weights to less frequent translated words. It is de-
signed for robust alignment of potential noisy par-
allel text. The disadvantage of this method is that
it requires a bilingual dictionary during implemen-
tation. The decision of this method depend on the
size and quality of bilingual dictionary.

D.Varga et al., [8] proposed a method that is

1https://www.hf.uio.no/ilos/english/services/knowledge-resources/omc/
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called Hualign. Its input is tokenized and sentence-
segmented text in two languages. In the simplest
case, its output is a sequence of bilingual sentence
pairs. This method solves the sentence alignment
problem as follows: In the presence of a dictio-
nary, hunalign uses it, combining this information
with Gale-Church sentence-length information. In
the absence of a dictionary, it first falls back to
sentence-length information, and then builds an au-
tomatic dictionary based on this alignment. Then
it realigns the text in a second pass, using the au-
tomatic dictionary.

N.T.Ha et al., 2018 [9] proposed the improvement
of an language - independent sentence alignment
method [10] for Vietnamese–English bilingual texts
that called viXAlign. viXAlign extends to m-to-
n alignment (m,n are sentence numbers in source
and target language, respectively) and proposes a
suitable penalty value in DTW algorithm for the
English-Vietnamese language pair.

Recently, most of the works focus on using deep
learning network for bilingual sentence alignment:

B.Thompson and P.Koehn [11] proposed a novel
bilingual sentence alignment method which is lin-
ear in time and space that called Vecalign. Ve-
calign based on similarity of sentence embeddings
and a DP(Dynamic Programming) approximation.
It works in about 100 languages, without the need
for a machine translation system or lexicon. It uses
similarity of multilingual sentence embeddings to
judge the similarity of sentences and an approx-
imation to Dynamic Programming based on Fast
Dynamic Time Warping which is linear in time and
space with respect to the number of sentences be-
ing aligned. Experiments show that this method
has state-of-the art accuracy in high and low re-
source settings and improves downstream machine
translation quality.

K.Chousa et al., 2020 [12] proposed a novel method
of automatic sentence alignment from noisy par-
allel documents. Firstly, they formalize the sen-
tence alignment problem as the independent pre-
dictions of spans in the target document from sen-
tences in the source document. Then they intro-
duce a total optimization method using integer
linear programming to prevent span overlapping
and obtain non-monotonic alignments. They imple-
ment cross-language span prediction by fine-tuning
pre-trained multilingual language models based on
BERT architecture and train them using pseudo-

labeled data obtained from unsupervised sentence
alignment method. While the baseline methods use
sentence embeddings and assume monotonic align-
ment, their method can capture the token-to-token
interaction between the tokens of source and target
text and handle non-monotonic alignments.

S.Luo et al„ 2021 [13] proposed an unsupervised
sentence alignment method and explores features
in training biomedical neural machine translation
systems. They use a simple but effective way to
build bilingual word embeddings to evaluate bilin-
gual word similarity and transferred the sentence
alignment problem into an extended earth mover’s
distance problem. This method achieved high accu-
racy in both 1-to-1 and many-to-many cases. Pre-
training in general domain, the larger in-domain
dataset and n-to-m sentence pairs benefit the neu-
ral machine translation model. Fine-tuning in do-
main corpus helps the translation model learns
more terminology and fits the in-domain style of
text.

Although methods using deep learning network
have shown superior performance compared to pre-
vious ones, it requires large training data. This is
the biggest difficulty when applying deep learning
approaches to low-resource language pairs. In ad-
dition, the learned models sometimes do not cover
all language’s features.

3 OUR PROPOSED METHOD

Our proposed method for building a good-quality
corpus for a low-resource language pair is illus-
trated in Figure 1

3.1 Collecting bilingual texts

• Step 1: Search and crawl bilingual web-
sites. For the Vietnamese-Laos language pair,
we found it: vovworld.vn; www.qdnd.vn;
wikipedia.or; vietlao.vietnam.vn; vnanet.vn
"; "tapchilaoviet.org",

• Step 2: Only the text from HTML should be
extracted. Depending on the posted date and
categories of these html pages, in order to or-
ganize and store the collected text pairs on
both the source and destination sides. Figure
2 illustrates the tree that stores text crawled
from Vietnamese - Laos websites. Similar
trees were created for the other lo-resource
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Figure 1: The process of building a good-quality bilingual corpus for a low-resource language pair

language pairs.

Many news texts are not translated into another
language on the same day, but they are mostly
posted in the same month instead. Therefore, when
we crawl them from bilingual websites, they are
stored by posted month. We only compare texts
within the same month for each language pair, in
order to reduce the complexity but not lose poten-
tial candidate document pairs.

3.2 Text alignment

Given a folder pair containing texts, so that texts
from each language are in the same folder, text
alignment is the process of matching two texts that
are translations of each other. Our proposed text
alignment method as follows:

1. Step 1: Text is segmented into sentences us-
ing segmentation tools. I use Underthesea2

for Vietnamese and our tool, Lao Sentence
Tokenize3 for Laos.

2. Step 2: Using LASER34 to embed sentences
into the sentence embedding vector. For lan-
guages that are not supported by LASER, I
will use machine translation to translate them
into languages that LASER supports.

3. Step 3: Calculate the value of the text em-

bedding vector as follows: vD =

n∑
i=1

vS

Where:

vD is a text embedding vector.

vS is a Sentence embedding vector.

n is The text’s sentence total.

4. Step 4: Using the exhaustive algorithm to
compare the similarity between two text em-
bedding vectors in the respective folders of
the two languages, if it is greater than the ϵ

2https://underthesea.readthedocs.io/en/latest/readme.html
3https://github.com/NHDat2/UET.PJKC4.0
4https://github.com/facebookresearch/LASER
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Figure 2: The text stored tree for Vietnamese - Laos pair

threshold, they are selected as bilingual text
pairs.

3.3 Sentence alignment

Given parallel or comparable documents in two lan-
guages, the task is to match minimal groups of
sentences that are translations of each other. The
comparable, or semi-parallel documents, are the
ones in two languages containing similar informa-
tion. Some research generates candidate pairs by
mapping all possible sentences from the two docu-
ments, then evaluate the similarity between them
to get the final bilingual sentence pairs. This ap-
proach has two problems. First, the computational
cost of the alignment task is high when pairing all
possible sentence pairs. Second, an alignment er-
ror can propagate from one pair to another, since
the sentence that should be in one pair is moved
to another pair. To solve the two problems men-
tioned above, we carry out paragraph alignment
before sentence alignment. Only sentences within
each bilingual paragraph pair are used to generate
candidate sentence pairs. This method will reduce
computational cost and limit alignment errors that
propagate from this bilingual paragraph pair to an-
other.

The architecture of our sentence alignment’s sys-
tem is shown in Figure 3.

To perform the alignment task for low-resource lan-
guage pair, a machine translation system is used

to translate the input texts to an intermediate lan-
guage supported by an embedding model. The pur-
pose is to project two input texts into the same
embedding space for future similarity comparison
purposes. Another condition for choosing the in-
termediate language is that the MT system works
well for those translation tasks. LASER, a sentence
embedding model that has been pretrained on 93
languages, is used in our system for sentence rep-
resentation.

If one of the source and target languages is not
included in these 93 languages, the remaining lan-
guage should be chosen as the intermediate lan-
guage. If both languages are not in these 93 lan-
guages, the chosen intermediate language is English
because it is known to be the most rich-resource
language.

To carry out bilingual sentence alignment for Viet-
namese - Lao language pairs, since LASER has
been pretrained for Vietnamese language, we trans-
late Laos documents to Vietnamese and then carry
out sentence alignment between two Vietnamese
documents. After detecting all sentence alignment
pairs in the intermediate language, we recover them
to their original language by mapping original sen-
tences and sentences in the text of intermediate
language.

As analyzed in the Introduction section, we eval-
uate the similarity between two text spans by the
cosine similarity between their embedding vectors.
Sentence embedding similarity has been shown ef-
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Figure 3: Sentence Alignment for Low-resource Language Pairs

fective at filtering out non-parallel sentences [14]
[15]. However, in some situations, although two sen-
tences have a high embedding similarity, they are
not the paraphrasing of each other. Such situations
often happen when two text spans have different
lengths, sometimes a text span is just a part of
the other. To remedy this issue, we propose to use
textual embedding similarity with the ratio of text
length to find pairs of parallel text.

Each module of our sentence alignment’s system
will be analyzed in detailed below:

3.3.1 The multilingual machine translation
system

The machine translation (MT) system is an im-
portant factor to decide the accuracy of the sen-
tence alignment system. The MT system should
produce output sentences which are understand-
able and contain main ideas of the input sentences.
There are several good machine translators from
big IT companies such as Google, Microsoft, IBM,
Amazon, ... Google translator is capable of trans-
lating more than 100 languages, including LRLs
such as Lao, Urdo, Zulu, etc. Some machine trans-
lation APIs are shared for the research commu-
nity. After investigating several machine transla-
tors, we have chosen Deep-translator5 to translate

from Laos to Vietnamese. The Deep-translator is a
free and unlimited tool to translate between dif-
ferent languages in a simple way using multiple
translators, including Google and Microsoft ones.
The translation quality from Laos to Vietnamese
is quite good. Figure 4 shows a translation version
from Laos to Vietnamese using Deep-translator.

3.3.2 Paragraph alignment

Bilingual paragraph alignment is the task of find-
ing paragraph pairs that are translations of each
other from the input source text (S) and the target
one (T). This task becomes monolingual paragraph
alignment after source and target documents have
been translated to the intermediate language.

The fact shows that, some document pairs have
crossing paragraph alignments such as the exam-
ple shown in Figure 5. Existing alignment methods
often do not consider these cases, resulting in prop-
agating alignment errors from one paragraph to the
others. Our proposed method remedies this issue
and reduce sentence alignment candidates when re-
moving paragraph alignment 1-0, 0-1,2-0,0-2.

Our paragraph alignment method uses the Cosine
similarity of two paragraphs and length ratio of
them by character. We use a combination of both

5https://github.com/nidhaloff/deep-translator
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Figure 4: The translation version from Laos to Vietnamese using Deep-translator

conditions because there exist paragraph pairs with
high similarity but they are not translations of each
other.

Our proposed paragraph alignment method as fol-
lows:

The input documents after being translated to the
intermediate language, S’ and T’, are segmented
into paragraphs based on new line symbols. These
paragraphs are represented as paragraph embed-
ding vectors by the LASER library.

Then we find out candidates for paragraph align-
ments by using a dredging algorithm. Two para-
graphs are aligned if they satisfy the following con-
ditions:

1. The Cosine similarity of two paragraphs in
the pair is greater than a threshold θ;

2. The length ratio of these paragraphs is within
a limit (α, β).

The threshold’s value θ depends on each language
pair and is determined manually by experimenting
on the sample data set for that language pair. This
value is chosen as 0.8 for Vietnamese-Lao language.

α, β are the smallest and maximum character-
based length ratio between source sentence and
target sentence, respectively. They are estimated
based on statistics on the given sentence-aligned
bilingual corpus.

The Cosine similarity of two paragraphs is com-
puted as follows:

si[i+ x][j + y] = cosine(
x∑

p=0

vps′[i+ p],

y∑
q=0

vpt′[j +

q]);

Where:

• si[i+x][j+y] is the Cosine similarity of the
paragraphs from the positions ith to (i+x)th

in the source text and the paragraphs from

the positions jth to (j + y)th in the target
one;

•
x∑

p=0

vps′[i + p] is the sum of the paragraph

embedding vectors from the positions ith to
(i+ x)th in source text;

•
y∑

q=0

vpt′[j + q]) is the sum of the paragraph

embedding vectors from the positions jth to
(j + y)th in target text;

• Function cosine() is calculated as follows:
cosine(A,B) = Dot(A,B)/Norm(A)*Norm(B).

The length ratio of two paragraphs is computed as
follows:

ra[i+ x][j + y] =

len(
x∑

p=0

ps′[i+ p])

len(

y∑
q=0

pt′[j + q])

Where:

• ps’[i] is the character-based length of the ith
paragraph in source text.

• pt’[j] is the character-based length of the jth
paragraph in target text.

Algorithm of ours proposed paragraph alignment
method is showed in Algorithm 1. The formulas
and symbols used in this algorithm are as described
above. Besides:

Function mk() is used to mark paragraphs that
have been aligned before:

mk(ps′[i + x], p[j + y]) = true if (ps′[i] =

true, ..., ps′[i + x] = true) and (pt′[j] =

true, ..., pt′[j + y] = true) and vice versa.

Function len(s) is used to calculate the length of
the string s by characters.
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Figure 5: Across paragraph alignment in the Vietnamese - Lao document pair

Algorithm 1: Paragraph alignment
Document pair are translations of each other S′, T ′.
Output: Paragraph pair are translations of each other ps′, pt′.
Begin
ps′[1, ..., n] = segment(S′);

pt′[1, ...,m] = segment(T ′);

vps′[1, ..., n] = LASER(ps′[1, ..., n]);

vpt′[1, ...,m] = LASER(pt′[1, ...,m]);

for i=1 to n do
for j=1 to m do

if (mk([i], [j])and(si[i][j] > θ) and (α < ra[i][j] < β) then
export(ps’[i],pt’[j]); mk(ps’[i],pt’[j])=false; break;

else
if mk([i], [j + 1])and(si[i][j + 1] > 0.8) and (α < ra[i][j + 1] < β) then

export(ps’[i],pt’[j+1]); mk(ps’[i],pt’[j+1])=false;break;
else

if mk([i+ 1], [j])and(si[i+ 1][j] > 0.8) and (α < ra[i+ 1][j] < β) then
export(ps’[i+1],pt’[j]); mk(pt’[i+1],pt’[j])=false;break;

else
if mk([i+1], [j+1])and(si[i+1][j+1] > 0.8)and(α < ra[i+1][j+1] < β) then

export(ps’[i+1],pt’[j]);mk(pt’[i+1],pt’[j+1])=false; break;

End
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Figure 6: Pair of sentences are aligned by Vecalign

3.3.3 Sentence alignment

Our sentence alignment is developed from Vecalign
- a fast sentence alignment tool that works with 100
languages, in conjunction with LASER. Vecalign
uses cosine similarity to measure the similarity be-
tween texts. The original Vecalign algorithm gets
errors in aligning some sentence pairs that have
high Cosine similarity, but are not translations of
each other. The pair of sentences in Figure 6 is an
example.

We propose to remedy this issue by using ratio of
sentence length between them. If the sentence pair
(s’[u],t’[u]) aligned by Vecalign that has the sen-
tence length ratio in (α;β), we accepted this sen-
tence alignment. Otherwise, this alignment is re-
jected.

Our sentence alignment as follows:

Given two paragraphs (ps’; pt’) that are aligned
together, the system segments them into sentences
(s’[1],..., s’[n]]; t’[1], ..., t’[m]). Then these sets of
sentences are used as input of Vecalign to extract
sentence alignment pairs. The length ratio of each
output sentence pair is used to filter out alignments
that are not correspondence in the length criteria.

3.4 Manual filtering and editing

We built the online tool6 for manual data reviewing
for automatic aligned bilingual sentences. Figure 7
showed the reviewing interface for the Vietnamese-
Laos pair.

Each bilingual sentence pair is designed with two
reviewing levels, including:

• Good level: The bilingual sentence pair is se-
lected at this level by annotators if they are
exactly translation of each other. For bilin-
gual sentence pairs that are easy to modify

to get good pairs, annotators will select good
level for it after modifying them.

• Bad level: The bilingual sentence pair is se-
lected at this level by annotators if they are
not translation of each other or difficult to
modify to get good pairs.

If a bilingual sentence pair is evaluated as good,
it will be added to the corpus. It will be removed
otherwise. Our goal is to build a good-quality bilin-
gual corpus, so we have chosen good annotators
for manual data reviewing and use the best expert
to randomly review 10% of the manually reviewed
data every month for fine quality control of the
data added to the corpus.

We recruited 15 annotators, who manually re-
viewed bilingual sentence pairs from the automat-
ically collected ones. These annotators speak and
write fluently in Vietnamese-Laos language pair.
They were final-year undergraduate students, grad-
uate students, or teachers at universities.

Firstly, all annotators were trained to use an on-
line tool for manually reviewing and knowing how
to choose good or bad for each sentence pair. Each
annotator was provided with an account to review
daily. On average, each day, one annotator spent
about two hours reviewing the data, and it took
one year to complete this corpus.

4 EXPERIMENT RESULTS

4.1 Sentence alignment for the

Vietnamese-Lao language pair

As far as we know, there is no sentence-aligned
bilingual corpus for Vietnamese - Laos. Therefore,
in this research, we concentrate on building a sen-
tence alignment tool for this language pair, using
our proposed method. To evaluate our system, we

6http://nmtuet.ddns.net:3000
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Figure 7: The online tool for manual Vietnamese-Laos data reviewing

built two test sets:

• Test set 1: This set is constructed as parallel
documents, including 150 Vietnamese - Lao
sentence pairs in which 100 pairs that are
translations of each other. These sentences
are put randomly in each document. For ex-
ample, the first sentence in the Vietnamese
document can align with the 64th sentence
in the Laos document. The Vietnamese sen-
tences’ length in this set is in the range from
17 characters to 352 ones and from 21 charac-
ters to 332 ones for Lao sentence’ length. We
designed Test set 1 for comparing the qual-
ity of sentence alignment tools as they face
the problem in finding out the pairs of sen-
tence alignment that the source and target
sentences are located far apart in the source
and target documents.

• Test set 2: This set is constructed as 7 pairs
of comparable documents in Vietnamese and
Laos language. Each document has 18 sen-
tences in average. Each sentence has 198 char-
acters in average. We designed Test set 2 for
comparing the quality of sentence alignment
tools on common bilingual document pairs.

The above test sets are used in our experiments
with our proposed method and other existing
sentence alignment tools including Champolion7,
Hualign8, and the original version of Vecalign9 to
compare their accuracy. Since these tools do not
support LRLs such as Laos, we translate from Laos
to Vietnamese after the sentence segmentation step
to do the alignment task.

Underthesea10 is used to segment Vietnamese texts
into sentences. Since there is no sentence segmen-
tation tool for Laos available, we implement it by
using end-of-sentence symbols. It includes ’.’, ’?’,
’ !’. Especially for the mark ’.’, we consider cases
where it is not used to end sentences, such as when
it is used to separate digits or used in acronyms,
web or email addresses, etc. Our sentence segmen-
tation tool for Laos gets the accuracy of 95%.

After splitting text into sentences, Deep-translator
is used to translate from Laos to Vietnamese. Given
two documents in Vietnamese, we carried out steps
of paragraph alignment, sentence alignment, then
recovering text in resulting sentence pairs into their
original languages. The source codes for our Laos
sentence segmentation and Vietnamese-Laos sen-
tence alignment are published on github11.

7https://github.com/LowResourceLanguages/champollion
8https://github.com/danielvarga/hunalign
9https://github.com/thompsonb/vecalign

10https://github.com/undertheseanlp/underthesea
11https://github.com/NHDat2/UET.PJKC4.0

163



Tien Ha Nguyen/Vol 9. No 3_May 2023| p.72-85

|83

No.21_Jun 2021|p.154–160

For Vecalign, since it can’t work directly for Lao,
we also use Deep-translator to call Google translate
api to translate from Laos to Vietnamese.

We use precision and recall measure to evaluate
the quality of alignment tools. Results on two test
sets are shown in Tables 1 and 2.

Experimental results on Table 1 and Table 2 show
that our proposed system provides best results
among existing sentence alignment tools, for both
cases of parallel documents and comparable docu-
ments.

Here we review the alignment results of our pro-
posed method with Vecalign, the method has state-
of-the art accuracy in high and low resource set-
tings and improves downstream MT quality and it
got better than Champolion, Hualign in both Test
sets.

The Champolion and Hunalign methods get bad
results because these alignment methods require
some additional language information which de-
pends on each language pair, while the Vietnamese-
Lao low-resource language pair does not have
enough additional linguistic information for them.

- In Testset 1, the performance of Vecalign and
other alignment tools are deeply reduced because
some pairs of sentences that are translations of each
other appear in the input document pair located far
apart. Our method works well in those cases since
we used a paragraph alignment algorithm which is
able to find and align paragraphs correctly even
if pairs of paragraphs that are translations of each
other appear in the input document pair located far
apart (In this case Each sentence is considered as
a paragraph by our method). As a result, sentence
alignment achieves higher accuracy. An example of
this case is shown in figure 8.

- In Testset 2, our method gets better result than
Vecalign in precision because we have eliminated
incorrected alignment cases of Vecalign relating to
sentence lengths. An example of this case is shown
in Figure 6. For recall, our method also gets better
result than Vealign because there are some docu-
ment pairs that have across paragraph alignments
as showed in Figure 5. It is the cause of the incor-
rected sentence alignments of Vecalign

Our experiments prove that our sentence alignment
tool is efficient and reliable enough to be used in
automatically generating large sentence-alignment

corpora in low-resource language pairs for the ma-
chine translation task.

4.2 Evaluation of the quality of our

Vietnamese-Laos bilingual cor-

pus

Using our proposed method, We built a sentence-
aligned bilingual corpus for the Vietnamese-Lao
pair, which includes 150K sentence pairs for train
set, 1000 sentence pairs for valid set, and 2018 sen-
tence pairs for test set. We trained a NMT model.

Test set: Our test set consists of 2,018 bilingual
sentence pairs for each language pair, built from
1,018 sentence pairs in the ALT test set combined
with 1,000 pairs done manually by independent lan-
guage experts. Manual data ensure the following
criteria on the Vietnamese side for ensures cover-
age of test data. (1) Least 15 syllables per sentence;
(2) Contains proper names such as person names,
place names, organization names, and new terms;
and (3) Includes political, economic, cultural, so-
cial, and sports fields.

Preprocessing: All bilingual texts were tok-
enized and truncated using sentence piece scripts,
and then they are applied to Sennrich’s BPE [16].
We explore 32000 operators learned to generate
BPE codes. For Vietnamese, we only use Moses’s
scripts for tokenization and true-casing.

We trained our Transformer model12 using the
number of encoder 12, decoder layers are 6, 8 head
is used, dmodel is 512, dropout value is 0.1, batch
size of 64, learning rate value is 0.4 with the aid of
Adam optimizer. The learning rate has warmup up-
dates by 8000 steps and the label smoothing value
is 0.1. We utilized the best model to decode the test
data for comparison purposes of our experiments.

Results The experiment results are shown in the
Table 3.

Table 3 shows that our corpus is of good quality be-
cause when we add more data from our corpus, the
quality of the machine translation system improves
visibly. Despite having only 150k Vietnamese-Laos
pairs for training, we got a 25.74 BLUE score.

12https://arxiv.org/pdf/2112.15272.pdf
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Table 1: Alignment results on testset 1

Precision Recall F1

Champolion 2.00% 2.00% 2.00%
Hunalign 2.00% 3.00% 2.40%
Vecalign 2.70% 4.00% 3.22%

Our’s method 95.74% 90.00% 92.78%

Table 2: Alignment results on testset 2

Precision Recall F1

Champolion 45.45% 38.13% 41.47%
Hunalign 72.30% 79.66% 75.80%
Vecalign 87.80% 91.52% 89.62%

Our’s method 99.15% 97.48% 98.31%

5 CONCLUSIONS AND FUTURE WORK

In this paper, we propose the process of building
a good-quality bilingual corpus for a low-resource
language pair. Applying our proposed method, we
have built a good-quality Vietnamese-Lao bilingual
corpus that includes 150, 000 sentence pairs. built
automatic text and sentence alignment tools for
low-resource language pairs and an automatic sen-
tence segment tool for Laos. In the future, we will
expand the size of the Vietnamese-Lao bilingual
corpus and build more bilingual corpora in some
other low-resource language pairs. In addition, we
also study the use of our corpus to improve some
natural language applications.
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