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1 INTRODUCTION

Let us assume that H is a real Hilbert space which
is endowed with the scalar product (-,-) and the
induced norm | - || and let K be a closed convex
set in ‘H. The semi-affine variational inequalities is
the problem of find z € K such that

<T$+C,y*$>ZOVyEK, (1)

where T' (with the adjoint T*) be a bounded linear
operators on H, c € H.

The variational inequality theory which is mainly
due to Stampacchia (see [8]) provides very power-
ful techniques for studying problems arising in me-
chanics, optimization, transportation, economics
equilibrium, contact problems in elasticity, and
other branches of mathematics. Problems semi-
affine variational inequalities including linear com-
plementarity problems, give a suitable format for
many problems arising in economics, mathemati-
cal physics, operations research, mathematical pro-
gramming and have been extensively studied in
literature both in finite- or infinite-dimensional

spaces (see, e.g, [8, 5, 10, 9] and references therein).

Since problems of the form (1) is a subclass of vari-
ational inequality problem, the stability of varia-
tional inequality problem can be applied to semi-
affine variational inequality problems. However, the
special structure of semi-affine variational inequal-
ity allows one to have deeper and sharper results
on the stability properties of the form (1).

This paper investigates the conditions for partic-
ular points to be solution and stability of the
solutions for a class of semi-affine variational
inequalities whose constraint set is defined by
finitely many convex linear quadratic inequalities
in Hilbert spaces. As an application, we obtain
stability of solutions for the parametric quadrati-
cally constrained quadratic programming problems

in Hilbert spaces.

The remainder of the paper is organized as fol-
lows. Some preliminaries are given in Section 2.
In the next section, we propose conditions for a
feasible point to be a solution of a class of semi-
affine variational inequalities problems. A stability
result of the solution for problem is also investi-
gated in this section. Finally, in Sect. 4, we ob-
tain the stability of solutions for the parametric
quadratically constrained quadratic programming

problems in Hilbert spaces by applying the results
232|

in the previous section.

2 NOTATIONS AND PRELIMINARY RE-
SULTS

In this paper, the set K is defined by the finitely
many convex quadratic constraints of the form

1
K ={r eR" | gi(x) := §<9€7Tix>+<ci7x>+ai <0},

where T; is a positive semidefinite continuous lin-
ear self-adjoint operator on H, ¢; € H, and «; are
real numbers, i = 1,2,...,m.

In this section we recall some notations and known
results which will be used in our analysis. For de-
tails, we refer to [1].

In this paper, dist(z, S) = ;Ielg |lz—y|| stands for the
distance from the point x € H to set S C H. The
norm of a continuous linear operator ) : H — H

shall be defined ||Q|| = sup{”ﬁzaﬂl |z eH, x# 0}.
x

) r(h) .

The notation r(h) = O(h) means that Tl is

bounded for all h in neighborhood of 0 € X, where
X is Banach or locally convex topological vector

t
spaces and r(t) = 9 — 0 as

t—0,.

o(t) mean that

Definition 2.1. [See, e.g., [1, p.45]] Let € K and
denote by I(z) = {i € {1,2,...,m} | g;(x) = 0}
the set of inequality constraints active at x, as well

as by
Ti(z) ={h e H | dist(x + th,K) = o(t),t > 0},
the tangent cone of K at x.

Definition 2.2. [See, e.g., [1, p.71]] (Mangasarian-
Fromovitz constraint qualification) The feasible

point T is called reqular if
3h€H<TZSE+C“h> <O,VZ€I(IE) (2)

Remark 2.1. Note that if Z € K is regular, then
Tk (Z) is formulated as follows (see [1, Example
3.39])

Ti (%) = {h € H | (QiF + c;,h) < 0,Vi € I(Z)}.

We will need the following lemma, which is an ex-
tension of a Hoffman estimate for the distance to
the set of solutions to a system of linear inequali-

ties.
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Lemma 2.1 (see [7, Theorem 3]). Let H be a
Hilbert space. Let x;7 € H,1=1,2,...,m, be given,
and consider the set

S={zxeH|(zf,z)<0,i=1,2,...,m}.

Then there exists a constant k > 0 such that for
any x € H,

m

dist(zx, S) < k(Z(w?, m)+),

i=1

where [a]4+ = max{a,0}.

3 MAIN RESULTS

Let L(H) be the space of continuous linear oper-
ators from H into H equipped with the operator

norm induced by the vector norm in H and also

denoted by || - ||. The norm in the product space
X1 X ... x X} of the normed spaces X1, ..., Xy is
defined by ||(z1,...,zk)|| = max{||z1|], ..., [|z&||}

Consider the perturbed variational inequality: find
x € K such that

(Tx+cy—x) >0 Vye K (sAVIw)

depending on the parameter vector w = (T,c) €
Q = L(H) x H. For a given point wyp, in the param-
eter space {2, we view the corresponding problem
(sAVIwg) as an unperturbed problem. We denote
by S(w) the set of solutions of (sAVIw). For a given
value wy of the parameter vector we assume that
(GAVI,,,) coincides with the unperturbed problem.

The following result gives a set of necessary and suf-
ficient conditions for Z to be a solution of (sAVIwy).
The proof of this theorem is similar to the proof of
Theorem 2.1 in [4]. However, for the sake of com-

pleteness, we give the complete proof here.
Theorem 3.1.

(i) Suppose that T is a solution of (sAVIwy), and
that there exists 2° € H be such that g;(z°) <
0 for all i = 1,2,...,m (Slater condition).
Then, there exists A = (A1,...,A\p) € R™
such that

T +c+ ZAi(TifE'i‘Ci):O

=1
3(2, TiT) + (¢i, ) + o <0, 3)
Ai(5(z, Tix) + (ci, ) + ;) = 0,
Ai>0,i=1,....m

234|

(ii) If there exist A = (A1,...,Am) € R™ and
T € H such that the (3) is satisfied, then T is
a solution of (sAVIwy).

Proof. (i) Suppose that Z is a solution of (sAVIwy).
Then,
TZ+c,y—7)>0 VyekK,

which is equivalent to the following one
(TT+c,z) <(TT+c,y) VyeK.

Hence 7 is an optimal solution of the optimization

problem

in(Tz . 4
gg}g( T+cy) (4)

We have

Since T; are positive semi-definite continuous linear
self-adjoint operators, c¢; € H, it follows that g; are

continuous and convex. By convexity of g;, we have

gi(@+t(z" — 7)) = g; (1 — )z + ta°)

<(1- @) + tasa®) Ve ©1).

Combining (5) with (6) we obtain
(Tyz + ¢, @ — 2°) < gi(2°) — gi (%)

Put h = z—29. It follows from the above inequality
that

(T3 + ¢i,h) <0, Viel(z),

where I(x) = {i € {1,2,...,m} | gi(x) = 0}.
Hence Tk (), the tangent cone of K at Z, is for-
mulated as follows (see [1, Example 3.39])

TK(i‘) = {h ceH | <Tli‘ + Ci,h> <0,Yie I(i‘)}

Since Z is a solution of (4) and by Lemma 3.7 in
[1], it follows that A = 0 is an optimal solution of
the problem

}I%%I_[l(T.f + ¢, h) subjects to (T3Z + ¢;, h) < 0,7 € I(Z).
v
(7)

The (7) is a linear programming problem with a
finite (equal zero) optimal value. By Hoffman’s
lemma (see, for instance, [7, Theorem 3]), we have
that the set of optimal solutions of the dual prob-
lem of (7)

bjects to TZ N(TiT 4 ¢;) =
rArilg%O subjects to x—i—c—i—'g(:) (Tix+¢)=0
K3 T

(8)
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is nonempty.

Put \; = 0 forall i € I\I(z), and A = (Aq, ..., Am)-
From (8) we obtain the first equality in (3). Since
z € K and \;(3(z, ;%) + (c;, T) + ;) = 0 for each
i € I, the other conditions in (3) are satisfied too.
(ii) Suppose that the (3) is satisfied. Then, for every
y € K we have ¢;(y) <0 and

—(TZ +c,y—T) ZZ)\KE‘ZE-FQ,Q_@

i=1

< Z Ailgi(y) — 9:(T)] = Z Aigi(y)-
i=1 i=1

From the above it follows that x is a solution of
(sAVIwy). O

The following example shows that the conclusion
of Theorem 3.1 (i) fails if the assumption on Slater

condition does not holds.
Example 3.1. Consider the problem (sAVIwg)
where T : R? — R? is defined by Tz = (z1,0),
c = (0,-1) and 71 : R*> — R? is defined by
Tz = (x1 — 2, —21 + 22).
Let K = {z = (z1,72) € R? | g1(x) < 0}. It is easy
to check that

K ={z = (z1,12) € R? | 11 = x5}

It is clear that there does not exist a point 20 =
(29, 29) € R? such that g(x°) < 0. Hence the Slater

condition does not holds.
For = (1,1) € R? we have
Tz+c,x—z)={((1,-1),(x1 — 1,z1 — 1))
=z1—1-214+1=0
for all z € K. Hence Z = (1,1) is a solution of
(sAVIwy).
Since Tz 4+ ¢ = (1,—1) and T1Z = 0, we see that

there exists no Ay > 0 such that Tz+c+ M T1x = 0.
Hence first equality in (3) does not hold.

The main result of this section is stated as follows.

Theorem 3.2. Consider the problem (sAVIw). Let
Z € H and X € R™ be such that the system(3)
s satisfied, and suppose that there exist constants
a >0, v >0 such that

(h,Th) > a||h|| Yh e D(z), 9)

where D (Z) = {h € Tx(Z) | (Tz + ¢, h) < ~|h|}.
Then T € S(wg) and for all x(w) € S(w) in a neigh-

borhood of T, we have that

[2(w) = 2] = O(l|lw = wol])-

Proof. Since there exists A € R™ and & € H such
that the system(3) holds, it follows from Theorem
3.1(ii) that & € S(wo).

Let wy = (T, cx) = wo = (T, ¢), and xp, € Sol(wy)
be such that z; — T as k — oo. Set t, = ||z — Z||
and hy = t,:l(xk — ), so that xx = T + txhg, with
|lhi]] = 1. We have

(T + ci, i) = i{gxm — ()

1
~ S @n =5, T~ 2)) <0,

for all i € I(Z). Set T (z) = {h € H | (I;z +
ci,h) <0, i€ I(Z)}. Since {hy} is bounded, it has
a weakly convergent subsequence. By passing to a
subsequence, we may assume that hy itself weakly

converges to some h. We have
<TZ.’Z' + ¢, h> = klim <Tl.f' + ¢, hk> <0 Wi e I(ff‘)
— 00

Hence h € Tk (Z).

We have prove that ¢, = O(]|wr —wo||). On the con-
trary, suppose that this is false, i.e., t;l(wk —wp) —
0 as k — oo. Since T € S(wp) and zj € S(wy), we
have

(TT+c,xp —Z) >0 and (Tpag + ¢k, T —xx) >0
Combining these with xp — T = tihy yields

(TZ 4 ¢, hi) >0 and (Tpxp + ck, —hg) >0
(10)

Letting k — oo, from (10) we get
(TT +c¢,h) =0.
Since (T'Z + ¢, b,y > 0 and by
(TZ 4 c,hi) = (TT +c,h) =0 as k — oo,

it follows that there exist sequence ~y, of positive

numbers converging to zero such that

(T + ¢, hi) < el (11)

Therefore, hy € D, (Z).
Adding the two inequalities in (10), we obtain

(Thwy + e, — (TZ 4 ¢), ) <0, (12)
It is easily verified that (12) is equivalent to
T, - T —
tk<Thk,hk>+tk< k x + Ch C,hk>
127 23
(13)
o/ T —T
+tk<Thk,hk> <0.
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—c _
—0as k — oo, it
k

Since — 0 and

k
follows that

T —T — T —T
< K :E—Fck c,hk>+< k
tr tr tn

hashac) 0
as k — oo. Combining this with (13) we have that
tk<Th;c, hk> < O(tk).

It follows that (Thy,h;) < « for k large enough.
This contradicts (9), and hence the proof is com-
plete. O

It is known that the adjoint operator of T always
exists and is bounded linear and unique. Moreover,
it is not hard to show that if T* is an adjoint op-
erator of T', then M := T + T* is a self adjoint
continuous linear operator on H. Recall that if M
is a self adjoint bounded linear operator on H, then
function @ : H — R defined by Q(z) = (M=z,x) is
said to be a quadratic form associated with M on
H. The quadratic form @Q associated with T+ T

is a Legendre form (see, for instance, [6, p.551]) if

(i) it is weakly lower semicontinuous, and

(ii) for any sequance {z*} in #, if z), — xo and
Q(zr) — Q(zp), then x — .

Theorem 3.3. Consider the problem (sAVIw),
where quadratic form associated with T 4+ T* is a
Legendre form. Let T € H and A € R™ be such that
the system(3) is satisfied and suppose that

(h,Th) >0 Vh € D,(z)\{0}. (14)

Then T € S(wo) and for all x(w) € S(w) in a neigh-

borhood of T, we have that
[#(w) = 2| = O([lw — wol]).

Proof. To prove the theorem, by Theorem 3.2, it
suffices to verify that there exists > 0 such that

(h,Th) > a||hl| Vh € D, (7).

Suppose that the assertion is fail. Let «; be a
sequence of positive numbers converging to zero.
Then there exists a sequence hy € D, (Z), hy # 0
such that

(This ) < [ (15)

hi
Put v, (= ——
Al
bounded, it has a weakly convergent subsequence.

one has ||vg|| = 1. Since {vx} is
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We may assume that vy, itself weakly converges to

some v. Since hy € D(Z),

(TZ + ¢, h) < vllhell, (T;Z 4 ¢, hi) < 0,4 € I(Z).

(16)
Multiplying both sides of the inequalities in (16) by
|hk]| ! and letting & — oo, we obtain

(T + c,v) =0,(T;T + ¢;,v) < 0,4 € I(Z).

Hence v € D, (Z).

Since the quadratic form @) associated with T+ T
is a Legendre form and by Q(z) = (T +T*)z,z) =
2(Tx,x), it follows that the mapping x — (Tx, z)
is weakly lower semicontinuous. Multiplying both
sides of the inequalities in (15) by |/hg|| =2 and let-

ting k£ — oo, we obtain

(Tw,v) < liminf <T hi hi >

koo \ [[Bg]|” [ |
. hi  hy

< lim sup <T , > <0.
koo V[Pl [Pl

Combining these with (14) yields
v=0 and lim Q(vg) = Q(v).
k—o0

So that vy, — v = 0 by @ is a Legendre form,
contrary to the relations ||vg|| = 1. We have thus

proved that there exists o > 0 such that
(h,Th) > a|h|| Vh e D,(Z).
The proof is complete. U

Remark 3.1. It is clear that if there exists a > 0
such that (h,Th) > «af|h|| Vh € D,(Z) then
(h,Th) >0 Yh € D(z)\{0}. The converse is not

true in general.

Example 3.2. Let ¢? denote the Hilbert space
of all square summable real sequence, (> = {x =
(w1, 22,...) | >0 22 <oo,z, € Ryn=1,2,...}.

Consider the problem (sAVIw) where H = (2, T :
0?2 — (2 is defined by Tx = (acl, %,...,x—z,...),
¢=(0,0,...,0,...) and the set K is defined

K={z=(z1,22,...) €% | (c1,2) —1 <0, },

1 1
ithey,=(—-1,—=,...,—,...).
with ¢ ( 1Ty T )

Taking z = 0. It is easy to check that D(z) =

H. Since Q(z) = (Tx,x) = i m—z > 0 for all

n=1T
z € A\{0}, Q(h) > 0 Vh € D(z)\{0}. We
have the quadratic form (z,Tz) = >

2
Tn
nn
n=

is not

—
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a Legendre form (see, [2, Example 3.3]). Hence
Q(z) = (T + T*)x,z) = 2(Tz,z) is not a Leg-
endre form. Therefore, by [6, Theorem 10.1], we
deduce that there no exists any « such that Q(h) >
allh|2 Vh € D(@)\{0}.

Corollary 3.1. Consider the problem (sAVlw).
Let dimH < oo and suppose that there exists
A= (A1y.. s A ) € R™ and & € H such that the
(3) holds. Then, if condition (14) is satisfied, then
Z € S(wp) and for all x(w) € S(w) in a neighbor-
hood of T, we have that

[2(w) = ]| = Ollw — woll

Proof. Since the space H is finite dimensional, any
quadratic form @ : H — R is a Legendre form.

Hence the assertion follows from Theorem 3.2. [

4 APPLICATIONS TO THE QUADRATIC
PROGRAMMING PROBLEMS

In this section we discuss applications of the
previous results to the parametric quadratically
constrained quadratic programming problems in
Hilbert spaces. In what follows, we assume that
T :H — H is a continuous linear self-adjoint op-
erator and ¢ € ‘H. We consider the quadratic pro-

gramming problem

min f(z) := 3 (z,Tz) + (c,z)
s.t. x €K,

(QP)

depending on the parameter vector w = (T,c¢) €

Q=LH) xH.

Theorem 4.1 (First-order necessary optimality
condition). Suppose that T € H is a local solution
of problem (QP) and the Slater condition holds.
Then, there exists A = (A1,..., m) € R™ such
that the (3) holds.

Proof. The direct assertion of the above theorem
follows from Theorem 3.1 and Theorem 3.2 in
[3]. O

Remark 4.1. Suppose that T is a positive semidef-
inite continuous linear self-adjoint operator. Then,
by positive semi-definiteness of T', it follows that f

is convex function. For every y € F we have

0<(TZ+c,y—17)=

p fE =) — f@
t10 t

) < f) - ().

It follows that Z is a local solution of (QP). Hence
Z is a local solution of (QP) if and only if Z is a
solution of (sAVIwg) and (3) is sufficient condition
for Z to be a local solution of (QP).

Theorem 4.2. Consider the problem (QP) where
(z,Tx) is a Legendre form. Let T € H and A € R™
be such that the system (3) is satisfied, and sup-
pose that the condition (14) holds, then the point
Z is a locally unique solution of (QP) and for

all Z(w) € S(w) in a neighborhood of &, we have

lz(w) = 2] = O([lw — wol))-

Proof. To prove the theorem, by Theorem 3.3 and
Theorem 3.1 in [3], it suffices to verify that Z is a
locally unique solution for (QP). Indeed, suppose
that the point z is not a locally unique solution
for (QP). Then there exists a sequence of feasible

points x, converging to Z, xx # T, such that
flzg) < f(2). (17)

T — T
. We have

Set ty, == ||z — Z|| and hy =

tr >0, ||he]| =1 and
(TiZ + ciyhi) =
1 _ 1 _ _
= E{gi(xk) = 9i(@) = 5wk — 2, Tizx — 7))} <O

foralli € I(Z). Put C(z) ={h e H | (TT+ ¢, h) =
0,(T5Z +¢;, h) <0, i € I(Z)}. It follows from Hoff-
man’s lemma (see, for instance, [7, Theorem 3])
that

dist(hy, C(#)) < B([(T7 + ¢, b))+
+ 3 (Tt enh): ) = AT+ el
i€l (z)
where, 8 > 0 depending on T'Z + ¢ and T;Z + ¢;.
By (17) and

t2
f(zki) - f(f) = tk<T'f + C, hk> + Ek<hk7Thk>7
it follows that

2
tk<Ti‘+C, hk> < —%<hk,Thk>. (18)

Since [(hg, Thi)| < ||T|||he]l> = || T, it follows

tk
that —5
with (18) we have that tj, ((TZ+c, hy)) < o(t)), and
hence there exists hy, € C(z) such that hy — hi,

and hence ||Ag|| = 1.
Observe that

(hi, Thy) — 0 as k — oo. Combining this

(hie, Thi) — (hye, Thi) = (hy, + hye, T(hy, — hy,))
< Nl + R I TPk = P
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From this and ||y — hx|| < B(TZ + ¢, hi)]+) we
deduce that

(e, Thye) = (hiey Thie) < 28| TN (T + ¢, )] 1)
(19)

Consequently,

2
Flar) =(@) + T2 + e, ) + (e, Thi)

>f(Z) + t(T7 + ¢, hy) + %Uzk, Thy)
~tBITITZ + ¢, hi)]+)-

Since (TZ 4 ¢,h) > 0 for all h € Tr(Z), we have
(TZ + ¢, hiy > 0 for k large enough. It follows that
for k large enough
(TP
flzg) = f(@) >t (TT 4 ¢, i) + 5k<h’“’ Thy,)
— BITI(TT + ¢, hi)]+) > 0,

which contradicts (17). The proof is complete. O

Corollary 4.1. Consider the problem (QP) Let
dimH < oo and suppose that there exists X\ =
(M- Am) € R™ and T € H such that the (3)
holds. Then, if condition (14) is satisfied, then the
point T is a locally unique solution of (QP) and for
all x(w) € S(w) in a neighborhood of T, we have
that

[2(w) = Z[| = Ollw = wol|-

Proof. Since the space H is finite dimensional, any
quadratic form @ : H — R is a Legendre form.
Hence the assertion follows from Theorem 4.2. [

5 CONCLUSIONS

By using the basic analysis tools, such as tan-
gent cone, critical cone, conditions for particular
points to be solution and stability of the solutions
for the class of semi-affine variational inequalities
problem in the infinite-dimensional Hilbert space
are obtained. We obtained stability of solutions for
the parametric quadratically constrained quadratic
programming problems in the infinite-dimensional

Hilbert space.
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