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The concept of the ill-posed problem was
introduced by Hadamard, a French mathematician in
1932 when he studied the effect of the boundary value
problem on differential equations. Due to the
unstability of the ill-posed problems, the numerical
computation is difficult to do. Therefore, one of the
main study directions for ill-posed problems is
constructing stable methods to solve ill-posed
problems such that when the error of the input data is
smaller, the approximate solution is closer to the
correct solution of the original problem. Although
there are some known important results obtained in
studying the regularization method for solving ill-
posed problems, the improvement of the methods to
increase their effectiveness always attracts the
attention of many researchers. In this paper, we
present a regularization method for a common
minimum point of a finite system of Gâteaux
differentiable weakly lower semi-continuous and
properly convex functionals on real Hilbert spaces.
And then, we give an application to illustrate the
propose method.
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Khái niệm bài toán đặt không chỉnh được nhà
toán học người Pháp J. Hadamard đưa ra vào năm 1932,
khi nghiên cứu ảnh hưởng của bài toán giá trị biên với
phương trình vi phân. Do tính không ổn định của bài
toán đặt không chỉnh nên việc giải số gặp nhiều khó
khăn. Vì vậy, một trong những hướng nghiên cứu rất
quan trọng về bài toán đặt không chỉnh đó là, xây dựng
các phương pháp giải ổn định lớp bài toán này sao cho,
khi sai số của dữ liệu đầu vào càng nhỏ thì nghiệm xấp
xỉ càng gần với nghiệm chính xác của bài toán ban đầu.
Tuy đã có nhiều kết quả đạt được cho việc nghiên cứu
các phương pháp hiệu chỉnh giải bài toán đặt không
chỉnh song việc cải tiến các phương pháp làm gia tăng
tính hiệu quả của phương pháp là vấn đề thời sự và cấp
thiết. Trong bài báo này, chúng tôi giới thiệu phương
pháp hiệu chỉnh liên tục cho điểm cực tiểu chung của
họ hữu hạn các hàm lồi, khả vi, nửa liên tục dưới yếu
trong không gian Hilbert thực. Cuối cùng là ví dụ minh
họa cho phương pháp đã đề xuất.

Từ khóa:
Toán tử đơn điệu, hemi-liên tục,
không gian Hilbert, đạo hàm
Gâteaux, hiệu chỉnh Tikhonov.

1. Introduction
Let H be a real Hilbert space with the

scalar product and norm denoted by the
symbols .;. and || . || , respectively, and let

( ) 0j x , j N ,   be weakly lower semi-

continuous and property convex functionals
on H.

Consider the problem: find an
element x0  H such that

( ) ( )0 inf 0 1j jx H
x x , j , ,...,N .


 =   = (1.1)
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Set  

( ) ( ) 
0

: inf
N

j j j jx H
j

S x H x x , S S .


=

=   =  =  

Here, we suppose S  .  
As we know that in [13], S coincides 

with the set of solutions of the following 
operator equation 
          ( )jA x ,=                    (1.2) 

where  is the zero element in H, and Aj is 
the Gâteaux derivative of the functional j. 
Besides, Sj is a closed convex subset in H.  

Without the additional conditions on 
Aj such as the strongly or uniformly monotone 
property each j-operator equation in (1.2) is 
ill-posed. Therefore, to find a solution of each 
j-operator equation in (1.2) we have to use 
stable methods. One of those methods is the  
Tikhonov regularization method [1] and is  
difined by  
 ( ) *( ) ,h

jA x x x+ − =            (1.3) 

where *x  is some element jH \ S , 0   is 

the parameter of regularization, h
jA are the 

hemi-continuous monotone approximations 
for Aj in the sense 
  ( ) ( )( ) ,h

j jA x A x hg x x H−      (1.4) 

with the nonegative bounded function ( )g t , 
0 0t , h . →  

Our problem: find  
 ( ) 0 0:[ ) , 0u t t , H t ,+ →   

such that ( )lim
t

u t x, x S.
→+

=   

To do this, consider the differential equation 
( )

( ) ( ) ( )1

0
+ ( ) ( ) ( ) ( ) ( )

N
h tj N
j *

j

du t
dt

t t A u t t u t x ,+

=

 
  +  − =  

 


( )0 0u t u ,=    (1.5) 

with 0*x S ,  where u0 is an element of H,     

h(t), (t) > 0, 0 0t t  , (t) is a convex  

decreasing function, (t) is a nondecreasing 
positive and differentiable function, and 

( ) ( )lim lim 0
t t

t h t ,
→+ →+

 = =

1 2

1 2

( ) ( )lim lim
( ) ( ) ( )

( )lim 0
( ) ( )

N Nt t

Nt

h t t
t t t

' t .
t t

+ +→+ →+

+→+


=

  


= =

 

 (1.6) 

Note that equation (1.5) when N = 0 has the 
simple form 

( ) ( ) ( ) ( )0+ ( ) ( ) ( ) ( )h t
*

du t
t A u t t u t x ,

dt
  + − =  

 

( )0 0u t u .=    (1.7) 

This equation is used in [2] with the case 
(t)  1, and ( )

0
h tA A  in regularization ill-

posed equations involving the accretive 
operator A. 
2.  Main results 

First, consider the operator equation 
    ( ) ( )1

0

( ) ( )
N

j N
j *

j
A x x x .+

=

  +  − =   (2.1) 

Since Aj are the maximal monotone operators 
defined on H [9], then the operator  

1

0
( ) ( )

N
j N

j
j

A I+

=

  +   , where I is the identity 

operator in H, is maximal monotone [3,4,5] 
and coercive. Hence, equation (2.1) has a 
unique solution, denoted by ( ).x   

       We have a result. 

Theorem 2.1. ( )lim ,x x S
→+

= 
 where 

* *min .
x S

x x x x


− = −  
 

Proof. From (2.1) it follows 

( )
0

( ) ( ) ( )
N

j
j

j
A x ,x x 

=

    −
1( ) ( ) ( ) 0N

*x x ,x x x S.+
 +   −  − =    

On the base of (1.2) and the monotone 
property of Aj we obtain 

( ) ( ) ( )* * * *x x ,x x x x ,x x .   −  −   − −  

Thus, 

4 
 

         ( ) * *x x x x x S.  −  −         (2.2) 

Hence,  ( )x   is bounded. Let ( )x   weak 

convergence to x H ,  as .→ +  First, 

we prove that 0x S .  Indeed, by virtue of 
the monotone property of A0 and (2.1) we 
can write 

0 0( ) ( ) ( ( )) ( )A x ,x x A x ,x x  −    −         

          
1

( ) ( ( )) ( )
N

j
j

j
A x ,x - x 

=

      

                     1( ) ( ) ( )N
*x x ,x - x+

 +   −   

         
1

( ) ( ) ( )
N

j
j

j
A x ,x - x

=

     

                      1( ) ( )N
*x x ,x - x x H .+

+  −    

By tending → +  in the last inequality 
we have 

0 ( ) 0A x ,x x x H.−     

Consequently, 0x S [13]. Now, we shall 

prove that 1 2jx S , j , ,...,N. =  Indeed, 

from (1.2), (2.1) and the monotone property 
of A0 it implies that 

1
1

2
( ( )) ( ) ( ) ( ( )) ( )

N
j

j
j

A x ,x - x A x ,x - x−
   

=

  +          

   0( ) ( ) ( ) 0N
*x x ,x - x x S . +   −      

or 

1
1

2
( ) ( ) ( ) ( ) ( )

N
j

j
j

A x ,x - x A x ,x - x−
 

=

 +     

            ( ) ( ) 0N
*x x ,x - x .+  −    

After passing → + , it gives 
              

1 0( ) 0A x ,x x x S .−     

Thus, x  is a local minimizer for 1 on 0S . 

Since 0 1S S  , then x  is also a global 

minimizer for 1 , i.e., 1x S .  

Set 
0

i

i k
k

S S .
=

=  Then, iS  is also closed 

convex and iS .   

       Now, suppose that we have proved 

ix S ,  and need to show that x  belongs to 

1iS .+  Again, by virtue of (2.1) for ix S ,  
we can write 

( 1)
1

2
( ( )) ( ) ( ) ( ( )) ( )

N
j i

i j
j i

A x ,x - x A x ,x - x− +
+    

= +

  +          

       ( ) ( ) ( ) 0N i
*x x ,x - x ,−

 +   −    

or 

( +1)
1

2
( ) ( ) ( ) ( ) ( )

N
j i

i j
j i

A x ,x - x A x ,x - x−
+  

= +

 +     

            ( ) ( ) 0N i
*x x ,x - x .−

+  −    

After passing → + , it is clear that 
              1( ) 0i iA x ,x x x S .+ −     

So, 1ix S .+  It means that x S.  S is a 

closed convex subset in H, because each jS  

is closed convex. Hence, from (2.2) and 

( )x   weak convergence to x  it deduces that 

x  is an *x -minimal norm solution of S. This 
element is unique. Consequently, all sequence 

 ( )x   weak convergence to x . Again, 

from (2.2) we have 

* *x x x x x S.−  −    

 Since H is a Hilbert space, then 
( )lim x x.→+
 =  Theorem is proved. 

Remark. It is clear that if x  is converges 
weakly to x S,  i.e., S .  

       Now, consider the differential equation 
( )

( )( ) ( )( )1

0
+ ( ) ( ) ( )

N
j N

j *
j

dy t ,
dt

t A y t , y t , x ,+

=



 
    +    − =  

 


( )0 0y t , u , =      (2.3) 

for each fixed 0t .   

Theorem 2.2. Assume that the following 
conditions hold:  
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         ( ) * *x x x x x S.  −  −         (2.2) 

Hence,  ( )x   is bounded. Let ( )x   weak 

convergence to x H ,  as .→ +  First, 

we prove that 0x S .  Indeed, by virtue of 
the monotone property of A0 and (2.1) we 
can write 

0 0( ) ( ) ( ( )) ( )A x ,x x A x ,x x  −    −         

          
1

( ) ( ( )) ( )
N

j
j

j
A x ,x - x 

=

      

                     1( ) ( ) ( )N
*x x ,x - x+

 +   −   

         
1

( ) ( ) ( )
N

j
j

j
A x ,x - x

=

     

                      1( ) ( )N
*x x ,x - x x H .+

+  −    

By tending → +  in the last inequality 
we have 

0 ( ) 0A x ,x x x H.−     

Consequently, 0x S [13]. Now, we shall 

prove that 1 2jx S , j , ,...,N. =  Indeed, 

from (1.2), (2.1) and the monotone property 
of A0 it implies that 

1
1

2
( ( )) ( ) ( ) ( ( )) ( )

N
j

j
j

A x ,x - x A x ,x - x−
   

=

  +          

   0( ) ( ) ( ) 0N
*x x ,x - x x S . +   −      

or 

1
1

2
( ) ( ) ( ) ( ) ( )

N
j

j
j

A x ,x - x A x ,x - x−
 

=

 +     

            ( ) ( ) 0N
*x x ,x - x .+  −    

After passing → + , it gives 
              

1 0( ) 0A x ,x x x S .−     

Thus, x  is a local minimizer for 1 on 0S . 

Since 0 1S S  , then x  is also a global 

minimizer for 1 , i.e., 1x S .  

Set 
0

i

i k
k

S S .
=

=  Then, iS  is also closed 

convex and iS .   

       Now, suppose that we have proved 

ix S ,  and need to show that x  belongs to 

1iS .+  Again, by virtue of (2.1) for ix S ,  
we can write 

( 1)
1

2
( ( )) ( ) ( ) ( ( )) ( )

N
j i

i j
j i

A x ,x - x A x ,x - x− +
+    

= +

  +          

       ( ) ( ) ( ) 0N i
*x x ,x - x ,−

 +   −    

or 

( +1)
1

2
( ) ( ) ( ) ( ) ( )

N
j i

i j
j i

A x ,x - x A x ,x - x−
+  

= +

 +     

            ( ) ( ) 0N i
*x x ,x - x .−

+  −    

After passing → + , it is clear that 
              1( ) 0i iA x ,x x x S .+ −     

So, 1ix S .+  It means that x S.  S is a 

closed convex subset in H, because each jS  

is closed convex. Hence, from (2.2) and 

( )x   weak convergence to x  it deduces that 

x  is an *x -minimal norm solution of S. This 
element is unique. Consequently, all sequence 

 ( )x   weak convergence to x . Again, 

from (2.2) we have 

* *x x x x x S.−  −    

 Since H is a Hilbert space, then 
( )lim x x.→+
 =  Theorem is proved. 

Remark. It is clear that if x  is converges 
weakly to x S,  i.e., S .  

       Now, consider the differential equation 
( )

( )( ) ( )( )1

0
+ ( ) ( ) ( )

N
j N

j *
j

dy t ,
dt

t A y t , y t , x ,+

=



 
    +    − =  

 


( )0 0y t , u , =      (2.3) 

for each fixed 0t .   

Theorem 2.2. Assume that the following 
conditions hold:  
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(i) The problems (1.5) and (2.3) possess 
solutions in the class 1

0[ )C t ,+  for any 

0u H with 1 1 0( ) 0u t d , d , t t ;    

(ii) The fuctions ( ) ( )t , h t  and ( )t  satisfy 

the condition (1.6); 
(iii) Aj are bounded. 

Then, ( )lim u x.
→+

 =  

Proof.  The proof is done on the base of the 
techniques in [11]. For the value  

( ) ( ) ( ) 2
:r t, y t, x , =  −   

we have [2] 

 ( ) ( ) ( )2 ( ) ( )
dr t, dy t, x y t, x

dt dt 


=  −   −   

             ( )( ) ( )2 ( ) ( )d y t , x , y t , x .
dt  =  −   −   

From (2.1) and (2.3) it follows 

( )( ) ( )( ) ( )d y t , x , y t , x
dt   −   − 

( )( ) ( )( ) ( ) ( )
0

+ ( ) ( )
N

j
j j

j
t A y t , A x , y t , x 

=


    −   − 




( ) ( ) ( ) ( )1( ) 0N y t, x ,y t, x .+
  +   −   −  =  

As Aj  are monotone, then ( )r t ,  is the 

solution of the following inequality [10] 
( ) ( )1+2 ( ) ( ) 0Ndr t ,

t r t , .
dt

+
      

Hence, 

( ) ( )
0

1
0 exp 2 ( ) ( )

t
N

t

r t , r t , t dt ,+
 

   −    
  

  

with 

( ) ( ) ( ) ( )( )22
0 0 0r t , y t , x u x  =  −   +       

       ( )2
0 02 *u x x . + +  

Consequently,

( ) ( )
0

1
0 exp 2 ( ) ( )N

t

r , r t , t dt .


+
 

    −    
  



On the base of the properties of ( )t  we 

have 
0

( )
t

t dt .
+

 = +  Using (1.6) and the 

Lopital’s rule we obtain 

0

2
1 ( ) ( )lim ( ) ( ) lim

( )

N
N

t

t dt .
'

 +
+

→ →

   
   = = +

 

Therefore,  ( )lim 0t ,
→

  =  and ( ) 2y t , d ,   

0t t ,   where d2 is some positive constant. 

        Now, consider the value 

( ) ( ) ( ) 2

0:R t, u t y t, t , t . = −      

From (1.5) and (2.3) it implies that 

( ) ( )( ) ( ) ( )d u t y t , ,u t y t ,
dt

−  − 

( ) ( )( ) ( )( ) ( ) ( )
0 0

+ ( ) ( ) ( )
N N

h tj j
j j

j j
t t A u t A y t, ,u t y t ,

= =


  −    − 


 

( )( ) ( )( ) ( ) ( )1 1( ) ( ) 0N N
* *t u t x y t, x ,u t y t , .+ + +  − −   − −  =

Here, 

( ) ( )( ) ( )( ) ( ) ( )
0 0

( ) ( )
N N

h tj j
j j

j j
t A u t A y t, ,u t y t ,

= =

 −    −      

( ) ( )( ) ( ) ( )( ) ( ) ( )
0

( )
N

h t h tj
j j

j
t A u t A y t , ,u t y t ,

=

=  −  −   

   ( ) ( )( ) ( )( ) ( ) ( )
0

( )
N

h tj
j j

j
t A y t , A y t, ,u t y t ,

=

+   −  −   

    ( )( ) ( ) ( )
0

( )- ( )j
N

j
j

j
t A y t , ,u t y t , .

=

 +     −    

On the other hand, 
( )( ) ( )( ) ( ) ( )1 1( ) ( )N N

* *t u t x y t, x ,u t y t,+ + − −   − −   

          ( ) ( ) 21( )N t u t y t,+=  −   

( ) ( ) ( ) ( )1 1( ) ( )N N
*t y t, x ,u t y t, .+ ++  −   − −   

Since ( ) ju t , A  are bounded, it deduces 

the following inequality 

( ) ( ) ( )( )3 1 22 ( ) 1
dR t,

t h t d d d N
dt


  + +

( )( ) 1 1
2 1 2 ( ) ( )N N

*d x d d t+ ++ + +  − 

( )4 1 2
0

( ) ( ) 2 ( ) ( ),
N

j j

j
d d d t t R t ,

=


+ +  −  −  



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( ) ( ) ( )0 0 0 0 0 0R t , u t y t , u u , = −  = − =
1( ) = ( ) ( ),Nt t t+    

where ( )( ) ( )( )3 4 max jj
d g u t , d A g t, .    

Hence, 

( ) 
0

1 ( ) ( )
t

t

R t , M s h s  
1

0
( ) ( ) ( )

tN
j j

j s

s exp d ds,
+

=

 
+  −  −    

  
   

where M1 is some positive constant. 
Using the equality  

( )( )1 2 1k k k k ka b a b a a b ... b− − −− = − + + +  

and the properties of  ( ),t  we have 

( ) 
0

( ) ( )
t

t

R t , M s h s    

( ) ( ) ( )
t

s

s exp d ds,
 

+  −  −    
 
  

where M is some positive constant. 
From [11] we have 

( ) ( ) ( )1 2R t, R R   +   

( )
0

1 ( ) ( ) ( ) ( )
t

R M t h t t dt /


 =      

( )
0

2 ( ) ( )( ) ( ) ( ),
t

R M t t t t dt /


 =   −    

0

( )= ( )
s

t

s exp t dt .
 

   
 
  

Therefore, ( ) ( )1 2lim lim 0R R .
→+ →+

 =  = Since 

( ) ( ) ( ) ( )x u x x x y , −   −  +  −  

( ) ( )y , u+   −  , then ( )lim u x.
→+

 =  

Theorem is proved. 
Remark 2.  
a. The solution existences for (1.5) and (2.3) 
are studied in [6, 7, 8]. 

b. The functions ( ) ( )t , h t , ( )t  satisfying 

the above conditions are ( ) 1 hh t / t ,=  

( ) ( )1 1t / t , t / t  =  =  with h N , 

( )0 1 1N +    and 0.   

3.  Application 
       Give a finite family of  convex functions 

0 1jf , j , ,...,N ,=  find an 0x H such that 

 ( )0 0 0 1jf x , j , ,...,N. =  

Denote by  

( ) : 0 , 0,1,..., .j jC x f x j N=  =  

Then, jC  are closed convex. The problem of 

finding 0
0

N

j
j

x C
=

 is the convex feasibility 

one. It is intensively studied for the last time 
[9,10], and can be rewriten in the form of 
unconstrained vector convex optimization 
as follows. Define 

( ) ( ) max 0j jx , f x . =  

Then jC  is coincided with the set jS . 
        The problem of common fixed point is 

formulated as follows. Find 0
0

,
N

j
j

x C C
=

 =  

where ( ) 0 1j jC F T , j , ,...,N ,= =  ( )jF T  is 

the fixed point set of the nonexpensive 
operator jT .  It is intensively studied in 
recent under condition (13), (14) 

( ) ( )1 0 1 0N N N NC F T T ...T F T ...T T− −= =  

        ( )0 1 N... F T T ...T= = . 
This condition can be replaced by the 
potential property of jT ,i.e., there exists a 

functional ( )jf x  such that ( ) ( )j jf x T x =  

for each j. Then, ( ) ( )2 2j jx x / f x = −  is 

convex, since its derivative jI T−  are 
monotone. Moreover, j jS C ,=  and the 
presented method in this paper can be 
applied to solve the problems. 
4. Conclusion 
        In this paper, we  proposed a continuous  
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method of regularization for a common 
minimum point of a finite system of Gâteaux 
differentiable weakly lower semi-continuous 
and properly convex functionals on real 

Hilbert spaces. An application to illustrate 
the performance of our theoretical results is 
also given. 
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